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ABSTRACT 

This paper introduces an automatic speaker-independent 
speech recognition system. We investigate the 
performance of the Wavelet Packet in the analysis of 
automatically generated subwords of single digits. The 
modeling of the subwords is accomplished using multi- 
energy levels of a derived Mel-like scale. A Radial Basis 
Function Artificial Neural Network (RBF-ANN) is 
employed for the recognition task. The proposed model is 
compared with two systems, one uses manual 
segmentation, the other segments words based on energy 
levels extracted from a filter bank. A comparison is made 
between the performance of systems using two orthogonal 
wavelets from the Daubechies set and two biorthogonal 
wavelets. 
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Figure 1 .  Block diagram of the proposed system 
1. INTRODUCTION 

2. SUBWORDS 
The advantages of the Mel-frequency scale modeling in 
speech recognition systems are well known and well 
documented in the literature [7,4]. 

In this paper we derive a Mel-like Band scale using 
Wavelet Packets and investigate its success in modeling 
spoken digits using each of the following mother wavelets 
“db2”, “db4”, “bior2.2”, and “bior6.8” respectively. 

The digits are automatically decomposed into subwords 
utilizing a spectral variation function. Vectors of energy 
parameters extracted from Me1 like bands in each subword 
are then fed to the neural network for the recognition. 
Figure 1 shows the block diagram of the proposed system. 

Section 2 provides a definition of subwords. Sections 3 
and 4 provide an introduction to the Continuous and 
Discrete Wavelet Transforms [2, 6, 81 followed by the 
Wavelet Packet Decomposition and its implementation of 
the Mel-like Band [lo]. The implementation of the 
introduced system is described in section 5 while its 
performance is evaluated in section 6 where we compare it 
with the Fourier based models where either an automatic 
segmentation of subwords is used [ l ]  or a manual 
segmentation [lo]. The last section contains the 
conclusion. 

Subwords are smaller sections of words that represent a 
spectrally or linguistically distinct part of speech [7]. For 
this reason, the subwords are preferable over words as 
basic units in speech recognition. The subwords used here 
are created by identifying acoustically distinct segments of 
speech within one word (digit). To identify these 
segments, we relied on an automatic algorithm that uses a 
spectral variation function (SVF). This function calculates 
the spectral changes between consecutive speech frames 
based on an Euclidean distance as described in [ 11. 

3. WAVELET TRANSFORMS 

The Continuous Wavelet Transform (CWT) of a signal 
~ ( t )  with respect to a given mother wavelet v(t) is 
given by: 
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Where a and b are the real numbers that represent the 
scale and the translation parameter of the transform 
respectively. 

1. Finite energy, i.e. , 
A complex wavelet function v(t) has to have: 

3. Only positive frequency components, i.e., 

[-W(t)eJ"dt = 0 
and so the real and imaginary parts are the Hilbert 
transform of one another for all w < 0. 

The third condition is relaxed in this work since we are 
considering orthogonal Daubechies wavelets and spline 
biorthogonal wavelets, which are all real. 

The Discrete Wavelet Transform (DWT) and the 
Fourier Transform are modified versions of this general 
transform obtained for specified values of a and b. 

If the mother wavelet y(t) is the exponential function 
exp(it), a=l/w, and b=O, then the CWT is reduced to the 
traditional Fourier Transform with the scale representing 
the inverse of the frequency [5]. 

In the case of the (DWT), the scale parameter "a" is 
sampled as: 

for all w <  0 

a = a: 

b = na:b, 
and the translation parameter "b" is sampled as: 

If a0=2 and bo=I we obtain the Daubechies 
orthonormal basis of L*(R) [3], and the DWT of a digitized 
signal s(k) is then given by: 

Where m and n are integers. 

sampling of the CWT, possesses the following properties: 
Linear, 

0 Real, if both the wavelet and the signal are real, and 
Conserves energy. 
There are many advantages for choosing the DWT over 

the CWT: 
The DWT reduces the computational complexity of the 
CWT. 
It reduces the redundancy of the CWT. 
Most mathematical expositions of wavelet theory 
develop octave decomposition. 
One should note here that the dyadic and binary 

sampling of the parameters a and b lead to a complete 

The DWT, which is obtained by this particular 

representation of a signal. The continuous scaling and shift 
parameters result in a redundant representation of a signal. 

Sampling the scale parameter of the CWT with a factor 
that is finer than an octave resolution has been studied and 
applied in speech recognition [ 161. 
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Figure 2. Mel-like Scale 

4. WAVELET PACKET DECOMPOSITION 

The DWT follows a one-sided dyadic tree decomposition 
of signals; the generic step splits the approximation 
coefficients into two parts. This produces two new vectors 
of approximation and detail coefficients at a coarser scale. 
The vector containing the details is kept intact while the 
other vector is decomposed again [8]. The wavelet packet 
decomposition allows any dyadic tree structure analysis 
[14, 8) where not only the approximation coefficients are 
decomposed iteratively but also the detail coefficients. 

This means that the high fi-equency half is also 
recursively decomposed and a better representation of the 
signal is obtained. Up to the level chosen, the frequency 
bands are measured at every node of the tree. Level-seven 
decomposition is chosen here. The frequency bandwidth at 
this level is 78 Hz, which allows a better resolution (13 
coefficients) for frequencies below 1100Hz. Seven other 
coefficients are chosen for the representation of the rest of 
the band. The flow of the frequency decomposition is not 
in order, i.e., consecutive nodes do not contain parameters 
that represent ordered frequencies. 

The nodes are selected from the levels 7, 6, 5 ,  4, and 3 
of the wavelet packet tree [lo]. They are chosen to cover 
linearly the low frequencies and logarithmically high 
frequency components of the signals to secure a Me1 like 
scale without overlapping. Figure 2 shows the center 
frequencies of this Mel-like perceptual scale. 

5. IMPLEMENTATION 

The system described in Figure 1 is implemented. In this 
system, a digit is segmented automatically using the SVF 
algorithm described in [ 11. Some digits are also segmented 
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manually into a maximum of five subwords as described in 
[ 1 I ,  151 to provide a basis for comparison. Each subword 
passes through a seven-level wavelet decomposition to 
simulate a filter bank of 20 bands where energy of each 
band is extracted. This process results in a five-vector 
representation for the digit. These 20-element vectors are 
then normalized into a scale of 0-60dB. A Radial Basis 
Function is used for the recognition process as described 
in [ 1 1 ,  151. The type of neural networks was considered to 
build a system comparable with [ 1, 1 1, 151. 

The wavelet decomposition is performed using two 
orthogonal wavelets of the Daubechies set: “db2” and 
“db4”. Also, two biorthogonal wavelets, “bior2.2”, and 
“bior6.8” are used. 

Fourier db2 db4 bior2.2 bior6.8 Train/ 
Test 
5/15 83 75 80 75 80 
5/21 84 76 80 76 80 
5/15 82 74 80 77 80 
5/21 82 65 79 78 80 
5/15 83 64 79 78 80 
5/21 82 80 79 78 80 
7/15 85 80 79 82 80 
7/21 85 75 85 81 80 
7/15 84 78 84 77 82 
7121 86 78 84 79 76 
7115 83 78 80 78 80 
7/21 84 74 82 80 83 
7/15 83 77 82 78 84 
7/21 84 82 82 80 84 
8/15 83 82 82 80 80 
8/21 85 78 83 81 81 
8/15 86 82 81 76 84 
8/21 87 82 82 79 84 
9115 85 78 81 82 79 
9/21 86 80 83 81 82 
9/15 89 82 84 80 86 
9/21 87 80 83 81 84 
10115 90 78 84 82 83 
10121 89 79 85 84 84 
11/21 87 80 84 85 86 
11/15 88 82 85 82 88 

Table I .  Recognition rates of Fourier and Wavelet based systems 

Fourier analysis to extract energy parameters form Mel- 
scale filter bank [ 1, 1 I]. 

The first set of experiments includes 26 experiments on 
a subset of the NlST database [12]. This subset contains 
male and female speakers of four American English 
dialects: Philadelphia, Boston, Rochester, and Pittsburgh. 

Table 1 shows the results of our system with the 
recognition rate of the corresponding wavelets that are 
used. The first column of the table shows number of 
speakers in the training set and the test set respectively. 
Table 1 also shows a comparison with the Fourier model 
of [1] where subwords are segmented automatically. All 
the 26 experiments have identical sets of speakers in all 
the systems. 

Train/ db2 db2 Fourier Fourier 
Test manual auto. manual auto. 

814 100 77 98 87 
815 99 78 98 87 
814 99 80 98 87 
815 99 85 98 87 
814 99 80 98 87 
815 100 84 98 87 
517 99 75 97 82 
515 99 75 98 82 
517 98 71 98 82 
515 98 78 98 82 
517 99 70 99 82 
515 98 79 98 82 

4/13 99 72 97 80 
4/13 99 69 99 79 
4113 98 70 99 80 
3/14 97 64 96 74 
3/14 98 66 97 75 
3/14 98 65 96 58 
2/15 98 52 93 58 
2/15 98 52 83 59 
2/15 98 51 74 55 
819 99 80 98 83 
819 99 78 96 85 
819 98 74 98 91 

5/12 98 71 98 80 
5/12 99 70 99 79 
5/12 98 75 99 82 
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automatically and manually in order to compare the results 
with other models described in [ 1, 10, 1 11. 

Table 2 shows the results of these experiments when 
using the mother wavelet “db2”. The first column of the 
table shows the number of speakers in the training set and 
the test set respectively which indicates that the 27 
experiments have identical sets of speakers in all systems. 

7. CONCLUSION 

In this paper we introduced a new Wavelet Packet based 
automatic speech recognition system. It employs four 
different mother wavelets in analyzing the speech signals. 
It models each of the five subwords of a digit using a Mel- 
like band scale. By comparing our results with those in 
[I], we see that the maximum recognition rate of the 
Wavelet Packet model fell 2% short. The experiments 
conducted also show that although some types of wavelets 
performed better than others, the manual segmentation 
produced noticeable higher recognition rates than 
automatic segmentation where the former achieved an 
average recognition rate of 98.6%. 

We recommend that future work should include an 
automatic segmentation algorithm that is based entirely on 
wavelets (uniform and non-uniform length subwords), a 
larger database, and a wide mixture of different dialects. 
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